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Quorum Goal

Deliver Assured Dynamic Response to Mission-Critical
Applications in the Presence of Mixed Workloads

Command & Control

Modeling & Simulation

=

Mixed workload

Soft Real-Time

m Metacomputing
Combat Control 1,_?; ————

i

Hard Real-Time High Performance
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Why Mixed Workloads?

Convergence of Warfighting Domains Requires
Coordination Across Multiple Time Scales

 Cooperative Engagement N
e Common Tactical Picture

— Planning, Analysis, and Training I @ﬁjr
— ——

L I\{\Iﬁagasgement * Integrated Force Mgmt

M Battlespace Awareness
/Sensor-to-Shooter
Seconds
Weaponsﬁ/
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Why Mixed Workload?

m Affordability:

®m Applications with different characteristics
must share common computing base

B Rapid Response:

m Shrinking decision cycles demand tight
coupling of C4ISR and Tactical Combat
Control systems
DD

B Battlespace Awareness:

m Making real-time track data accessible to
C4ISR requires tactical system support for
network protocols, object brokers,
applications, etc. for interoperability

Impact: “Specia: hurpose C3° must now

support generai purpcse software
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Quorum Bridges the Tactical-C4ISR Gap

COARPAD
A >

-

» Cooperative Engagement
e Common Tactical Picture

Sall I\{\Iﬁlrj’z:gement * Integrated Force Mgmt
 Battlespace Awareness
Sensor-to-Shooter
Seconds
L

Weapons Control

. SecC:fS//

_ GCCS-LES Mid-Term Architecture

a—

—— Planning, Analysi d Traini -i | I i-
anning, nazuils, an raining 3 T 1 ?_4
T : ]

B
" §
LS BUODEEEDL

AdCon-21 Notional Architecture

Warfare | Training
HM&E | C4ISR o
Systems | Logistics

System Composition

Support Services s+ + Training
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Quorum QoS-Based Technologies Data Management
can bridge this gap Computing Platform

Core Information Services & Schema

Computers & OS
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Availability & Security
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Object Management

Information Transfer

Communications
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Quorum Program
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Application &
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m Feedback-Based Arch

Requested QoS Translucent
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Combat Systems Command & Control

N

Negotiated QoS

B Translucent Middleware

Delivered QoS

m Global Resource Manager

m [ntegration

Quorum Goal: Deliver Assured Dynamic Response to Mission-Critical

Applications in the Presence of Mixed Workloads
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Quorum Program

—,

Application &

m Feedback-Based Arch
m Negotiated “contracts”
® Dynamic adaptation
m Feedback control

Requested QoS Translucent

System

NN
-

»

-

Layers
egotiatd

-

Combat Systems Command & Control

N

Negotiated QoS

Delivered QoS

Quorum Goal: Deliver Assured Dynamic Response to Mission-Critical
Applications in the Presence of Mixed Workloads
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Negotiated Contracts

[1 Application Requests Service

[1 Negotiation
m Applications negotiate service
specifying acceptable operating region
[1 Admission Control

Request  egotiate m Application is admitted only if sufficient
Service Clontract resources are available within region

ey ‘ T @& T m Prevents overloading

l’ l = |@ m Guarantees real-time tasks
Bdmizsion Motficaton

[1 Adaptation

m System adapts to maintain desired

region under workload, resource
fluctuations

Resuices

Adaptation (3 [] Notification

m |f desired region cannot be maintained,
application is notified, may renegotiate
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Quality-of-Service Regions

A
Delivered QoS

Q0Sax

A

! Trigger

QoS Regiion

_____ Threshold

I I (A

Y

Admissioné
. response time
.

QOSnin

Adaptation response time QoSfailuretime

\ Time

Admission request
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Dynamic Adaptation

m If desired region cannot be maintained:

m Contract may authorize automatic transition to
another feasible region (with notification), or

B Renegotiate with application

Approved for Public Release, Distribution Unlimited
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Quorum Program

—,

Application &

Requested QoS Translucent

System

NN
-

»

-

Layers
egotiatd

-

Combat Systems Command & Control

N

Negotiated QoS

m Translucent Middleware
m Constraint propagation
m Cross-layer specialization
m Drill-down technologies

Delivered QoS

Quorum Goal: Deliver Assured Dynamic Response to Mission-Critical
Applications in the Presence of Mixed Workloads
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Constraint Propagation: Why?
Example: Network Protocol Stack

Applications Forward
Protocol Stack ICMP UDP Tcp

(Control) (Datagram) (Stream)

(Software layers
within operating

system) "
(Packet Bottleneck!

EtherNet ATM
Device Driver Device Driver

Networks

Approved for Public Release, Distribution Unlimited
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Constraint Propagation: Sample Approach
Specialization

Specialization Tools Dynamically Optimize Paths Through System Code
to Satisfy QoS Constraints

Application

Dynamic ' Module

Invocations

Replugger dynamically
Replugger invokes correct variant ;
manages concurrency

invariants

Specialized Modules

Specializer dynamically
— generates specialized variants
Specializer of critical system functions

A5 EINCak AL | S mirea
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Quorum Program
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Application &

Requested QoS Translucent

System
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-
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Layers

N

Negotiated QoS

Delivered QoS

egotiatd
B Global Resource Manager

-
® Dynamic discovery

Combat Systems Command & Control m Path-based allocation

Quorum Goal: Deliver Assured Dynamic Response to Mission-Critical
Applications in the Presence of Mixed Workloads
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The Globus Project
(USC IS)
Q@ths,msam,
20 Mb sec - for 20 mins™

“20 Mb jsec” "

“What comp uters " ]
“What speed ?*

“When availahle?™
GRAM -
Globus Resource
Allocation Managers S0 processors + siorage
/ ri from 10:20 to 10:40 pm ™
GRARM GRAM
Fork
LSF
EASYLL
Condor
etc.

m Directory Service collects, disseminates
up-to-date resource status info

B Resource Broker translates requests

B Coordinates allocation across sites

Approved for Public Release, Distribution Unlimited

Info service:
location + selection

Global Resource Management
Example: Synthetic Forces Simulation

SF-Express Demo
Record Set at TARA 98

m 100,000 Entities

W 1386 processors

&

B 9O sites

Calbech CACH

= errgias
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Quorum Goesto Sea

Transition Target: DD-21 Land Attack Destroyer




CURRENT
AWS

AdCon-21

Why DD-21 Needs Assured Response:
SPY Radar Auto-Special Time-Line

SPY C&D WCS SPY
als || 1. Initiates a track & sends als
mode | A/S Detect Notify to CWS. tent. trk msg
15 ch ; engage update
detect || 2 Checks bearing & does
range vs. range rate check H .ﬁ
mt206 1| for interceptability.
I| 3. If track passes, Tent. A/S mt230 mt206
: Engage Order is sent to
| WCS. An ID Msg is sent to
1| SPY and an IFF Mode 4
I interrogation is issued.
1
mi2 recv/  mi306 recv/ mt2 Nt recv mt206  recv/
Sent PIoSg sent proc  GRONE) misos  sent  proc

a/s cand.chk
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C&D

WCS

1. Receives Second Track Msg and sends
a New Track Msg (mt362) to the ID
Function which sends a New Firm Track
Msg (mt365) to the CWS module.

2. A full interceptability check against the
A/S doctrine parameters is performed.

3. If the track passes, a second A/S
Confirm Engage Order is sent to WCS.

AlS AN/UYK-43

conf.
engagey

9

mt230

recv/ recv/
mt362 proc mt365 proc
sent mt362 sent mt365

mt230 sent
(als rw (confirm)
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Why DD-21 Needs Mixed Workloads:
Integration of Combat & C4ISR in Littoral Battlespace

Approved for Public Release, Distribution Unlimited
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AdCon-21 Schedule Depends on Quorum

1997 1998 1999 2000 2001 2002
Products
Quorum Devel.
. Develo Develop & Integrate Develop & Integrate Develop & Inte
and Integration Ap @ Ap g @ Ap 9 @ i 9@ Feedback
Product R1 R2A R2B @ Milestone

Descriptions

OO=0bj Oriented

CEB Evaluation

Navy Systems \ 4

& Integration w/ OO Design ~ Select Y Eval | Integ Selectval Integ_Select [v\EI\n,?eI;:‘\ %
, 3 0 2 5 2 5 0 3 8 1
=~ \3/ & >—< )-C >—‘—< )-d / O3/
O ! :
® I
S !
(@R 1
@ !
5. | 1
@ | !
i 4 I | o
Navy Systems 00 Develop Ylnte OO Develop  Yinteg OO Develop Yinteg OO Develop Orgelggslop hlnteg
Integration 1—@-@} @—@—@—@ 4/ \2/ @
AAW AAW " AAW
A C4ISR C4ISR o C4ISR
u e ATWCS ATWCS s ATWCS Py
% ';‘:Q’Y_ﬁts Pre-Hit Pre-Hit o) Pre-Hit kS
® Report SRRCS | Report SRRCS | Report 8 SIHES =
o UWs =3 UWs
Q A A A RSVP
y \/ \/ \/ i \/
i /N (1) 7\ () 7\ () 7\ () (1)
Demonstrations 8 (1) 8 (3) 10 (3) 710\ \7 1/ 8
HiPerD T3 PDR Demo 98 PDR Demo 99 PDR Demo 00 PDR SDR EOA
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o - Hard Raat
Research altime
ks S Baseline QoS Soft Realtime Security
Testbed, Integrated
Tools & Implementation
Training Integrated Reference Implementations Distribution, Licensing,
Training & Consulting
Quorum
Technology
Ressarch Evolving Quorum Architecture Transfor
Programs | SR
[ : |
Regions — Applications | m
I
: User QoS
il i |1 I Requirements
Traceable Applications =
Execution Paths " | ] Next
Applications Generation
@ - i ing Internet
- 2 L
% Middleware ﬁ E n| = :
Global Paths S SBl I 8| Middleware | &P
T @k o g 1
S| Operating EEE bl S 5B
= =l ? ok
= System £ [ 2 E
Feedback £ SEII | overating | k| aosarchteotien
Control (= =4 =] System § i_r oo
and Requirements Network = (=7
e B Network L
Variants =

Micros E
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Quorum Road

Map

FY97 FY98
Integration & Demonstration

SC-21 Demos {::\’§ {::}
S

Reference Prototypes

FY99

Adaptive Global
Resource Manager

Dynamic
I
Resource Discovery

Drill-Down TeChr\OIOgieS Dynamic Customization \

Module Selection
Translucent System Layers CiossLayerCoandineion /

o
< DRILL-DOWN TECHNOLOGIES >

Performance

Quality-of-Service Arch Availability
Soft Real-Time

| BASELINE ARCHITECTURE

Mission-Critical Adaptation

__
Resource Allocation
Distributed RT Threads

Translucent Distributed Objects

Adaptive Operating Systems

TRANSLUCENT SYSTEM LAYERS

Hard Real-Time Multidimensional
Fault-Tolerance Tradeoffs,
Criticality Security

MISSION-CRITICAL ARCHITECTURE
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Quorum Goal

Deliver Assured Dynamic Response to Mission-Critical Applications

in the Presence of Mixed Workloads

Command & Control Modeling & Simulation

=

Soft Real-Time Mixed workload

Metacomputing

Combat Control

Hard Real-Time High Performance
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